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Abstract— Machine Learning Algorithms are very much needed to detect various types of Eye Diseases because it analyses
large datasets, reviews various patterns and produce accurate results. These Algorithms are also used to detect various eye
diseases at an early Stage through Retinal Fundus Images, OCT Scans and field test results .This Paper discusses the
methodologies used in the detection of various eye diseases using ML Algorithms. This Comparative Study provides access
to various ML Algorithms that are used to detect the disease based on Accuracy, Efficiency and Interpretability
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l. INTRODUCTION

The types of eye diseases, ranging from mild conditions to serious ones can cause significant vision loss or blindness.
1. Cataracts

The lens inside the eye will be clouded that leads to blurred vision. This disease occurs mainly due to aging but also occurs
from injury, medications, or diseases like diabetes.

The severity of cataracts from slit-lamp images or photographs of the eye can be accessed using ML Algorithms.
2. Diabetic Retinopathy

This disease leads to the highest complication of diabetes where high blood sugar levels damage the blood vessels in the
retina, that leads to vision impairment and blindness.

Retinal images are analysed and the signs of diabetic retinopathy such as microaneurysms, haemorrhages, and exudates are
detected using Machine learning Algorithms

3. Glaucoma

Itis a type of eye disease that damages the optic nerve, due to high intraocular pressure. It leads to gradual vision loss and
blindness if untreated.



Glaucoma is detected by using Machine learning Algorithm by analysing optic nerve head images or by analysing the
thickness of the cornea or the intraocular pressure.

4. Keratoconus
It is a condition where the cornea thins and becomes cone-shaped, distorting vision that leads to visual impairment.

Keratoconus can be detected using MLAIgorithms by analysing corneal topography maps. ML Models uses this map to
identify the cone-shaped deformation.

5.Strabismus (Crossed Eyes)

It is a disease where the eyes are misaligned and do not point in the same direction. This can lead to double vision or poor
depth perception.

ML Models are used to detect strabismus by viewing the alignment of the eyes in images and videos. ML Algorithms can
track the movement of the eyes and detect any misalignment or abnormal eye position.

6.Conjunctivitis (Pink Eye)

Inflammation of the conjunctiva is caused by bacterial infection or viral infection or allergies. Symptoms include redness,
itching, and discharge.

The conjunctivitis can be detected by analysing photographs of the conjunctiva for signs of redness, swelling, and discharge.
ML Models distinguish viral, bacterial, and allergic types of Infection.

7.Pterygium: A growth of tissue on the conjunctiva that can extend onto the cornea can sometimes affects the vision.

Machine learning can analyse the growth of tissue on the conjunctiva through the eye images to detect pterygium.

II. METHODOLOGY

1.Machine Learning Models Used in Cataract Detection:

Convolutional Neural Networks (CNNs): CNNs are a division of Machine learning algorithms that are effective in image
classification tasks. CNNs are trained to detect lens opacity and to classify the severity of Cataract (e.g., mild, moderate, severe).
CNNs analyses a large dataset of labelled images of cataracts at different stages and learns its features.

Support Vector Machines (SVM): SVMs classify images based on predefined features extracted from the lens or eye
structure for Cataract Detection

Random Forests and Decision Trees: These machine learning techniques can be used to detect the cataract severity by
classifying various image features such as texture, shape, and the intensity of cloudiness in the lens.

Gradient Boosting Machines (GBM): GBM models can be applied to refine the classification accuracy by focusing on the
features of lens structure of eye for identifying cataracts.

2. Machine Learning Models Used in DR Detection

Convolutional Neural Networks (CNNs): CNNs are the most widely used Machine learning models for image classification
tasks. CNNs are trained on large datasets of labelled fundus images to automatically identify patterns associated with DR. This
model learns hierarchical features such as blood vessels, exudates, haemorrhages, and microaneurysms, which are indicative of
DR.

Support Vector Machines (SVM): SVM is a traditional ML algorithm used for classification of images. SVM can be trained
on image features such as texture, shape, and intensity extracted from retinal images to classify the presence and severity of
DR.

Random Forests (RF) and Decision Trees: These ML algorithms can be used to classify DR based on extracted features
from retinal images. RF and decision trees make decisions based on the patterns learned from the data.

Ensemble Methods: Ensemble models combine multiple individual ML algorithms to improve classification performance.
For DR detection, ensemble methods may combine CNNs with SVM or RF or RNN models to increase accuracy.

Recurrent Neural Networks (RNNs): RNNs can be used in the analysis of time-series data from retina scans (temporal
data) for tracking DR progression over time.

3.Machine Learning Models Used in Glaucoma Detection

Convolutional Neural Networks (CNNs): CNNs are Machine learning models well-suited for image-based classification
tasks. CNN detects glaucomatous damage in fundus images and OCT scans by analysing the optic nerve head, cup-to-disc ratio,
and retinal nerve fibre layer thickness.



Support Vector Machines (SVMs): SVMs are traditional ML models that can be used for classification tasks. SVMs are
used to classify features extracted from retinal images or OCT scans based on the presence or absence of glaucomatous damage
in glaucoma detection.

Random Forests and Decision Trees: This Model can classify glaucoma severity by analysing features such as the optic
cup size, the thickness of the retinal nerve fibre layer (RNFL), and the optic cup to the optic disc ratio.

Recurrent Neural Networks (RNNs): RNNs, including Long Short-Term Memory (LSTM) networks, can be used for
analysing time-series data like visual field test results, that enables the detection of glaucoma progression over time.

Ensemble Learning: Ensemble models combine predictions from multiple models (e.g., KNN, DNN, CNNs, SVMs, RF)
to improve classification accuracy and robustness in Glaucoma Detection.

4.Machine Learning Techniques for Keratoconus Detection
1. Convolutional Neural Networks (CNNs)

CNNs are a part of Machine learning algorithms specifically designed to work with image data. They are highly effective in
analysing corneal topography maps, pachymetry images, and OCT scans.

This Model is trained to identify patterns in the corneal surface, such as steepening, asymmetry, or irregularities, that are
characteristic of keratoconus.

It also segment the cornea from OCT scans to analyse the thickness and curvature of different corneal layers, and thus helps
in the early detection of keratoconus.

2. Support Vector Machines (SVMs:

SVMs are mostly used for classification tasks in machine learning. They work by finding an optimal hyperplane that separates
different forms of data.

SVMs can classify corneal topography data into "normal™ and "keratoconus" categories based on features extracted from
topographic maps (e.g., symmetry, asymmetry). SVMs can also analyse pachymetry data to detect thin corneas which is a
symptom of keratoconus.

3. Random Forests (RF)
Random Forests uses ensemble learning algorithms that use multiple decision trees to make predictions.

RF can be used to classify topography, pachymetry, and OCT data based on multiple features, such as corneal curvature, central
corneal thickness, and elevation differences. It can detect the onset of keratoconus by examining patterns in these features.

RF models can also be used to predict the severity of keratoconus, that helps to provide appropriate treatment.
4. K-Nearest Neighbours (KNN)
KNN is a simple machine learning algorithm that classifies data based on its proximity to neighbouring data points.

KNN can be used for classifying corneal topography maps and pachymetry data. The algorithm can identify unusual patterns
in corneal curvature or thickness that are like those seen in keratoconus patients.

5. Deep Neural Networks (DNNs)
DNNs are a more common class of neural networks that can learn complex patterns of data.

DNNSs can analyse large datasets of corneal imaging data and extract high-level features for classifying keratoconus. They can
be useful in integrating multiple data types (e.g., topography, OCT, pachymetry) for more accurate detection and classification
in Keratoconus Detection.

6. Ensemble Learning



Ensemble methods combine multiple machine learning algorithms to improve overall performance.

For keratoconus detection, ensemble methods might combine CNNs with KNN, RNN, SVVMs or RF to improve accuracy in
detecting and classifying the disease. This approach reduces the occurrence of misclassification and enhances model robustness.

5.Machine Learning Models for Strabismus Detection:

Support Vector Machine (SVM): This Model can be trained on extracted features such as pupil misalignment for
classification.

Random Forests: It is effective for binary classification of Extracted features (e.g., strabismus vs. normal eyes).
K-Nearest Neighbours (KNN): It uses a simple classifier based on proximity in feature space.
6. Machine Learning Models for Detection of Conjunctivitis:

Support Vector Machines (SVM): SVMs can classify images based on extracted features such as redness, texture, or
geometric characteristics of the eye.

Random Forest: This Model can classify Images based on colour and texture features, and provides a robust model even with
noisy data.

K-Nearest Neighbours (KNN): This Model Works well in classification of images when the data is in high-dimension. (e.g.,
pixel values or feature sets from images).

7.Machine Learning Models for Pterygium Detection:

Support Vector Machines (SVM): SVM classifier can be used to classify the images into two categories: "pterygium™ and
"normal." based on the extraction of features such as size, shape, colour, and texture It can also be used to classify different
severity levels of pterygium.

Random Forest: Random Forest is a robust ensemble learning technique, that can classify images based on a variety of features
such as geometric or textural features and also handles noisy data better.

K-Nearest Neighbours (KNN): KNN can be used to classify images based on their proximity in the feature of space, making
it suitable when there is huge number of extracted features.

I1l. COMPARITIVE ANALYSIS

The Comparison of Detection of different types of Eye Diseases using various Machine learning Models and their accuracy is
tabulated as follows:

TABLE I. CATARACT DETECTION

Catract Machine Larning Algorithms
Detection CNN SVM RF GBM
Accuarcy % | 9599 | 8592 | 8590 | g5g0

Fig. 1. Accuracy Comparison for various Ml Models

TABLE2 DIABETIC RETINOPATHY

DR Machine Larning Algorithms
Detection CNN SVM RF RNN
Accuarcy % | 94-99 | 8590 | 8592 | 70.85

Fig. 2. Accuracy Comparison for various Ml Models



TABLE3 GLAUCOMA

Glaucoma Machine Larning Algorithms

Detection CNN SVM RF RNN

Accuarcy% | 90-98 | 75-90 | 80-88 | 7085

Fig. 3. Accuracy Comparison for various MI Models

TABLE 4 Keratoconus

Keratoconus Machine Larning Algorithms
Detection CNN SVM RF KNN
Accuarcy % 90-98 | 70-85 | /585 | 65.80

Fig. 4. Accuracy Comparison for various Ml Models

TABLE 5 Strabismus (Crossed Eyes)

Strabismus Machine Larning Algorithms
Detection SVM RF KNN
75-85
0, -
Accuarcy % 75-85 70-80

Fig. 5. Accuracy Comparison for various Ml Models

TABLE 6 Conjunctivitis (Pink Eye)

Conjunctivitis Machine Larning Algorithms
Detection SVM RF KNN
70-85
0, -
Accuarcy % 75.85 65-80

Fig. 6. Accuracy Comparison for various MI Models

TABLE 7 Pterygium

Pterygium Machine Larning Algorithms
Detection SVM RF KNN
70-85
0, -
Accuarcy % 7585 65-75

Fig. 7. Accuracy Comparison for various MI Models

IV.CONCLUSION

Machine Learning (CNN-based models) have consistently shown superior performance for detecting eye diseases across
various conditions, including cataract, diabetic retinopathy, glaucoma, strabismus, conjunctivitis, and pterygium. These
models typically achieve high accuracy (90% to 99%) because they can automatically extract relevant features from raw
image data without the need for manual feature engineering.

Transfer learning techniques, such as fine-tuning VGG16 or ResNet, have significantly boosted the performance of CNNs,
making them more effective even with smaller datasets.

Traditional machine learning models like SVM, Random Forest, and Gradient Boosting can still provide useful results
when combined with feature engineering (e.g., eye landmarks, pupil positions, shape characteristics), but they are
generally less accurate than CNN-based models for complex image-based tasks.
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